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Another Example

Philipps-Universitit Marburg

VIDEOLECTURES.MNET

EXCHAMGE IDEAS / SHARE KNOWLEDGE

Combining Instance-Based Learning and Logistic Regression for Multi-Label Classification

as suthor at Sessions, Lecture rating
74 views

People found this lecture:

Worth seeing ¥ #r %
because it is:
Valuable and informative ¥ ¥ 9 ¥ %
well presented i ¥t W
Easily understandable ¢ ¥ %%

Acceptably recorded ¥ W W W

4/18



Graded Multilabel Classification Em

Instance x € X can belong to each class A € £ to a certain
degree (— idea of graded class membership in the spirit of
fuzzy set theory)

A graded multilabel classifier is a mapping ¥ — M, where M
is a set of graded membership degrees, belonging to [0,1]
(instead of {0,1}).

Often, an ordinal scale of membership degrees is
convenient, i.e. M = {mg,m1,...,m;} with

O=mog<m <...<myp =1.
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Graded Multilabel Classification Em

The general idea of reduction in machine learning:
Reduce a complex problem to one or several simpler
problems, preferably those for which good algorithms
already exist.

We propose two reduction schemes for graded multilabel classification:

e vertical reduction leads to solving |L| ordinal classification
problems

e horizontal reduction leads to solving | M| standard multilabel
classification problems
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Vertical Reduction

Induce one classifier h; : X — M
for each label A;.

h; is solving an ordinal classification
problem.

Overall, we are solving |L| such
problems.

The simplest approach is “graded
relevance”, however, to take
dependencies between labels into
account, these problems should not
be solved independently of each
other.
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Horizontal Reduction

e M can be represented “horizontally”
TR — o -0 O @ O in terms of its level- cuts, e.g.,

S oo o e _—_> ,t_ofo_bl_eﬁv_s ob fa?n_ea by thres-
R : .
N e 0 0 o o holding on the membership scale
Lo o o o o o o o o o e e e e e e e e e - o
J o€ {my,mo,..., Mg,
il .~ o O o o For each level a € {mi,m k)

learn the mapping
0 = my > o) s X — 2M x 1 [L],.

e OQverall, we are solving k standard
multilabel classification problems.
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Horizontal Reduction

1=my [ Lo * et o S S o B
R OO OO ® o predictions should be consistent in
o | € OO @ the sense that
(h<mf>(x) - 1) N (h<mz'—1>(x) - 1) .
My f-eemeeee- & @O @
Non-trivial!
0= mo S

Once h(™1) ... h(™*) are trained consistently, predictions
are recovered by h(x)(\) = max {m; € M |\ € h(™m)(x)}.
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Loss functions

Graded MLC ' How to define? Graded MLC '
Problem Losses

Given a loss for
graded MLC, what
loss should be
minimized for the
reduced problems?

Philipps-Universitit Marburg

reduction

MLC, Ordered Standard Loss '

Classification Functions

10/18



Example: Hamming Loss

1 1 (0 h(x Ni) = Ly ()
EH(h(X)aLx) = E“’L(X)AL}J = m ;{ 1 hgxgEAz% % T ( )

Hamming loss = average over label-wise losses

Label-wise loss in the graded (ordinal) case?
e Standard 0/1 loss:
Eo/1(mi, mj) = {

e Absolute error:

0 mi:mj
1 mi;émj

AE(mi,mj) = |Z — j|
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Example: Hamming Loss

This leads to two variants:
| L]

Br(h(x). L) = 777 3 Eopr(h(x) (0. Lx()

|£]
Br(h(x), L) = 177 3 AB(h(x)(A). Lx(3)

This is already a “vertical” expression of the GMLC loss, i.e.,
an expression of the form

A ({ [ (H(x)(\;), Lx()\z‘))}iill)

A: aggregation operator

[(+): loss defined on L
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Example: Hamming Loss

Is there also a “horizontal” expression of the following form?

A ({2 (HEms (L Yy )

Lx = (m29m13m03m43m3) H(X) = (m23m3:m03m4)m3)
Ly o
13y f-eOrore-Qnor-Ooeo-@reesOren || foeiOrmoeQnone-Onoo @ -o-0-+- |
_— e e e = _i r:::::::::::::::::
L e T B Sy o e et ol
L] P A . - s s s s
] i i T . e e et
:_m_l":.;:.._.;._.._..a::._..._.._.._._.: e @O @ :
0=mg . -

A1 A2 A3 )\4 A5 ?\1 )\2 Ag A4 A5
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Loss functions

This is indeed the case for absolute error, since

1£] k
> AE(R(X)(A), LX) = Y _|[7(%) ] AlLx]m,
1=1 i=1| ]
|
izl standard Hamming loss for
En(h(x),Lx) = |2_| ZEﬁfl(h(x)(Ai):Lx(f\i)) the i-th MLC reduction

For 0-1 loss, there is no representation of that kind (there does not
exist an aggregation/loss pair (A,L) with the desired properties).

— It is not amenable to the horizontal reduction scheme.
Likewise, there are generalized losses with a horizontal but no

vertical representation.
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Experiment — Goal

Showing the usefulness of the graded setting.

 We provide empirical evidence showing that labeling on graded
scales offers useful extra information (binary learning VS. graded
learning)

 We claim that training a learner on graded data can be useful even if
only a binary prediction is actually requested.

I
_ Graded learning [
— I Binary test data

YES / NO

[
- Binary learning |
-2 — YES/NO :

[
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Experiment — Data

Bela-E data set (Abele & Stief, 2004)

e Degrees of importance of the future job’s different properties provided
by grad students, e.g., reputation, job security, income, etc..

e Degrees are given in an ordinal scale from 5 to 1.
e 1930 instances, 50 attributes (48 job properties, 2 for sex and age).

Binarization (mimicking a person forced to decide):

2 ? 0 B
\ } \ }
|

|

non-relevant relevant
flip a coin
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Experiment — Setting & Results

— A subset of features is randomly chosen as labels.

Binary learning: the whole data is binarized
Graded learning: only predictions and test data are binarized

10-fold cross validation with 50 randomly generated problems.
Paired t-test shows significance at level of 5%.

Both, vertical and horizontal, decompositions work well.
Graded training shows significant advantage over binary training.
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Summary

We proposed graded multilabel classification (GMLC) as an
extension of conventional multilabel classification, since label
relevance is often a matter of degree.

We proposed two meta-techniques for GMLC, vertical and
horizontal decomposition (as well as a combination).

We proposed extensions of MLC loss functions and studied their
usability with the two reduction schemes.

We provided empirical evidence for the usefulness of learning
from graded multilabel data.

Thanks!
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