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ABSTRACT

Preference learning is an emerging topic that appears in different guises in the recent literature. This work focuses on a particular learning scenario called label ranking, where the problem is to learn a mapping from instances to rankings over a finite number of labels. Our approach for learning such a mapping, called ranking by pairwise comparison (RPC), first induces a binary preference relation from suitable training data using a natural extension of pairwise classification. A ranking is then derived from the preference relation thus obtained by means of a ranking procedure, whereby different ranking methods can be used for minimizing different loss functions. In particular, we show that a simple (weighted) voting strategy minimizes risk with respect to the well-known Spearman rank correlation. We compare RPC to existing label ranking methods, which are based on scoring individual labels instead of comparing pairs of labels. Both empirically and theoretically, it is shown that RPC is superior in terms of computational efficiency, and at least competitive in terms of accuracy.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

The topic of preferences has recently attracted considerable attention in Artificial Intelligence (AI) research, notably in fields such as agents, non-monotonic reasoning, constraint satisfaction, planning, and qualitative decision theory [19]. Preferences provide a means for specifying desires in a declarative way, which is a point of critical importance for AI. In fact, consider AI’s paradigm of a rationally acting (decision-theoretic) agent: The behavior of such an agent has to be driven by an underlying preference model, and an agent recommending decisions or acting on behalf of a user should clearly reflect that user’s preferences.

It is hence hardly surprising that methods for learning and predicting preferences in an automatic way are among the very recent research topics in disciplines such as machine learning, knowledge discovery, and recommender systems. Many approaches have been subsumed under the terms of ranking and preference learning, even though some of them are quite different and are not sufficiently well discriminated by existing terminology. We will thus start our paper with a clarification of its contribution (Section 2). The learning scenario that we will consider in this paper assumes a collection of training examples which are associated with a finite set of decision alternatives. Following the common notation of supervised learning, we shall refer to the latter as labels. However, contrary to standard classification, a training example is not assigned a single label, but a set of pairwise preferences between labels (which neither has to be complete nor entirely
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returns as output a permutation preference relation \( \succ \) instance and “permutation” synonymously.

2.2. Learning from label preferences

can be turned into binary preferences by assuming that the selected pages are preferred over nearby pages that are not summarized in Fig. 1, is also known as “learning to order things” [13].

conventional attribute-value learning. The training data consists of a set of exemplary pairwise preferences. This scenario, \( \tau \), 2.1. Learning from object preferences

The most frequently studied problem in learning from preferences is to induce a ranking function \( r(\cdot) \) that is able to order any subset \( \mathcal{O} \) of an underlying class \( \mathcal{X} \) of objects. That is, \( r(\cdot) \) assumes as input a subset \( \mathcal{O} = \{x_1 \ldots x_n\} \subseteq \mathcal{X} \) of objects and returns as output a permutation \( \tau \) of \( \{1 \ldots n\} \). The interpretation of this permutation is that object \( x_i \) is preferred to \( x_j \) whenever \( \tau(i) < \tau(j) \). The objects themselves (e.g., websites) are typically characterized by a finite set of features as in conventional attribute-value learning. The training data consists of a set of exemplary pairwise preferences. This scenario, summarized in Fig. 1, is also known as “learning to order things” [13].

As an example consider the problem of learning to rank query results of a search engine [35,52]. The training information is provided implicitly by the user who clicks on some of the links in the query result and not on others. This information can be turned into binary preferences by assuming that the selected pages are preferred over nearby pages that are not clicked on [36].

2.2. Learning from label preferences

In this learning scenario, the problem is to predict, for any instance \( x \) (e.g., a person) from an instance space \( \mathcal{X} \), a preference relation \( \succ_x \subseteq \mathcal{L} \times \mathcal{L} \) among a finite set \( \mathcal{L} = \{\lambda_1 \ldots \lambda_m\} \) of labels or alternatives, where \( \lambda_i \succ_x \lambda_j \) means that instance \( x \) prefers the label \( \lambda_i \) to the label \( \lambda_j \). More specifically, we are especially interested in the case where \( \succ_x \) is a total strict order, that is, a ranking of \( \mathcal{L} \). Note that a ranking \( \succ_x \) can be identified with a permutation \( \tau_x \) of \( \{1 \ldots m\} \), e.g., the permutation \( \tau_x \) such that \( \tau_x(i) < \tau_x(j) \) whenever \( \lambda_i \succ_x \lambda_j \) (\( \tau(i) \) is the position of \( \lambda_i \) in the ranking). We shall denote the class of all permutations of \( \{1 \ldots m\} \) by \( S_m \). Moreover, by abuse of notation, we shall sometimes employ the terms “ranking” and “permutation” synonymously.

The training information consists of a set of instances for which (partial) knowledge about the associated preference relation is available (cf. Fig. 2). More precisely, each training instance \( x \) is associated with a subset of all pairwise preferences. Thus, even though we assume the existence of an underlying (“true”) ranking, we do not expect the training data to provide full information about that ranking. Besides, in order to increase the practical usefulness of the approach, we even allow for inconsistencies, such as pairwise preferences which are conflicting due to observation errors.

We interpret the term “preference” not literally but in a wide sense as a kind of order relation. Thus, \( a \succ b \) can indeed mean that alternative \( a \) is more liked by a person than \( b \), but also that \( a \) is an algorithm that outperforms \( b \) on a certain problem, that \( a \) is an event that is more probable than \( b \), that \( a \) is a student finishing her studies before \( b \), etc.

Table 1

<table>
<thead>
<tr>
<th>Four different approaches to learning from preference information together with representative references</th>
</tr>
</thead>
<tbody>
<tr>
<td>modeling utility functions</td>
</tr>
<tr>
<td>----------------------------</td>
</tr>
<tr>
<td>object ranking</td>
</tr>
<tr>
<td>label ranking</td>
</tr>
</tbody>
</table>
As in the case of object ranking, this learning scenario has a large number of practical applications. In the empirical part, we investigate the task of predicting a “qualitative” representation of a gene expression profile as measured by microarray analysis from phylogenetic profile features [4]. Another application scenario is meta-learning, where the task is to rank learning algorithms according to their suitability for a new dataset, based on the characteristics of this dataset [10]. Finally, every preference statement in the well-known CP-nets approach [7], a qualitative graphical representation that reflects conditional dependence and independence of preferences under a _ceteris paribus_ interpretation, formally corresponds to a label ranking.

In addition, it has been observed by several authors [17,24,28] that many conventional learning problems, such as classification and multi-label classification, may be formulated in terms of label preferences:

- **Classification**: A single class label \( \lambda_i \) is assigned to each example \( x_k \). This implicitly defines the set of preferences \( \{ \lambda_i \succ x_k \mid 1 \leq j \neq i \leq m \} \).
- **Multi-label classification**: Each training example \( x_k \) is associated with a subset \( L_k \subseteq \mathcal{L} \) of possible labels. This implicitly defines the set of preferences \( \{ \lambda_i \succ x_k \lambda_j \mid \lambda_i \in L_k, \lambda_j \in \mathcal{L} \setminus L_k \} \).

In each of the former scenarios, a ranking model \( f : \mathcal{X} \rightarrow \mathcal{O} \) is learned from a subset of all possible pairwise preferences. A suitable projection may be applied to the ranking model (which outputs permutations) as a post-processing step, for example a projection to the top-rank in classification learning where only this label is relevant.

### 2.3. Learning utility functions

As mentioned above, one natural way to represent preferences is to evaluate individual alternatives by means of a (real-valued) utility function. In the object preferences scenario, such a function is a mapping \( f : \mathcal{X} \rightarrow \mathbb{R} \) that assigns a utility degree \( f(x) \) to each object \( x \) and, hence, induces a complete order on \( \mathcal{X} \). In the label preferences scenario, a utility function \( f_i : \mathcal{X} \rightarrow \mathbb{R} \) is needed for each of the labels \( \lambda_i, i = 1 \ldots m \). Here, \( f_i(x) \) is the utility assigned to alternative \( \lambda_i \) by instance \( x \). To obtain a ranking for \( x \), the alternatives are ordered according to these utility scores, i.e., \( \lambda_i \succeq \lambda_j \Leftrightarrow f_i(x) \geq f_j(x) \).

If the training data would offer the utility scores directly, preference learning would reduce to a standard regression problem (up to a monotonic transformation of the utility values). This information can rarely be assumed, however. Instead, usually only constraints derived from comparative preference information of the form “This object (or label) should have a higher utility score than that object (or label)” are given. Thus, the challenge for the learner is to find a function that is as much as possible in agreement with all constraints.

For object ranking approaches, this idea has first been formalized by Tesauro [58] under the name _comparison training_. He proposed a symmetric neural-network architecture that can be trained with representations of two states and a training signal that indicates which of the two states is preferable. The elegance of this approach comes from the property that one can replace the two symmetric components of the network with a single network, which can subsequently provide a real-valued evaluation of single states. Later works on learning utility function from object preference data include [27,31,35,60]

Subsequently, we outline two approaches, constraint classification (CC) and log-linear models for label ranking (LL), that are direct alternatives to our method of ranking by pairwise comparison, and that we shall later on compare with.
2.3.1. Constraint classification

For the case of label ranking, a corresponding method for learning the functions \( f_i(\cdot), i = 1 \ldots m \), from training data has been proposed in the framework of constraint classification [28,29]. Proceeding from linear utility functions

\[
f_i(x) = \sum_{k=1}^{n} \alpha_{ik} x_k
\]  

(2.1)

with label-specific coefficients \( \alpha_{ik}, k = 1 \ldots n \), a preference \( \lambda_i \succ \lambda_j \) translates into the constraint \( f_i(x) - f_j(x) > 0 \) or, equivalently, \( f_j(x) - f_i(x) < 0 \). Both constraints, the positive and the negative one, can be expressed in terms of the sign of an inner product \( \langle z, \alpha \rangle \), where \( \alpha = (\alpha_1 \ldots \alpha_{1n}, \alpha_2 \ldots \alpha_{mn}) \) is a concatenation of all label-specific coefficients. Correspondingly, the vector \( z \) is constructed by mapping the original \( \ell \)-dimensional training example \( x = (x_1 \ldots x_\ell) \) into an \((m \times \ell)\)-dimensional space: For the positive constraint, \( x \) is copied into the components \( ((i-1) \times \ell + 1) \ldots (i \times \ell) \) and its negation \(-x \) into the components \( ((j-1) \times \ell + 1) \ldots (j \times \ell) \); the remaining entries are filled with 0. For the negative constraint, a vector is constructed with the same elements but reversed signs. Both constraints can be considered as training examples for a conventional binary classifier in an \((m \times \ell)\)-dimensional space: The first vector is a positive and the second one a negative example. The corresponding learner tries to find a separating hyperplane in this space, that is, a suitable vector \( \alpha \) satisfying all constraints. For classifying a new example \( x \), the labels are ordered according to the response resulting from multiplying \( x \) with the \( i \)-th \( \ell \)-element section of the hyperplane vector. To work with more general types of utility functions, the method can obviously be kernelized.

Alternatively, Har-Peled et al. [28,29] propose an online version of constraint classification, namely an iterative algorithm that maintains weight vectors \( \alpha_1 \ldots \alpha_m \in \mathbb{R}^\ell \) for each label individually. In every iteration, the algorithm checks each constraint \( \lambda_i \succ \lambda_j \) and, in case the associated inequality \( \alpha_i x = f_i(x) > f_j(x) = \alpha_j x \) is violated, adapts the weight vectors \( \alpha_i, \alpha_j \) appropriately. In particular, using perceptron training, the algorithm can be implemented in terms of a multi-output perceptron in a way quite similar to the approach of Grammer and Singer [15].

2.3.2. Log-linear models for label ranking

So-called log-linear models for label ranking have been proposed in Dekel et al. [17]. Here, utility functions are expressed in terms of linear combinations of a set of base ranking functions:

\[
f_i(x) = \sum_j \alpha_j h_j(x, \lambda_i),
\]

where a base function \( h_j(\cdot) \) maps instance/label pairs to real numbers. Interestingly, for the special case in which instances are represented as feature vectors \( x = (x_1 \ldots x_\ell) \) and the base functions are of the form

\[
h_{ij}(x, \lambda) = \begin{cases} x_k & \lambda = \lambda_j \\ 0 & \lambda \neq \lambda_j \end{cases} \quad (1 \leq k \leq \ell, \ 1 \leq j \leq m),
\]

(2.2)

the approach is essentially equivalent to CC, as it amounts to learning class-specific utility functions (2.1). Algorithmically, however, the underlying optimization problem is approached in a different way, namely by means of a boosting-based algorithm that seeks to minimize a (generalized) ranking error in an iterative way.

2.4. Learning preference relations

The key idea of this approach is to model the individual preferences directly instead of translating them into a utility function. This seems a natural approach, since it has already been noted that utility scores are difficult to elicit and observed preferences are usually of the relational type. For example, it is very hard to ensure a consistent scale even if all utility evaluations are performed by the same user. The situation becomes even more problematic if utility scores are elicited from different users, which may not have a uniform scale of their scores [13]. For the learning of preferences, one may bring up a similar argument. It will typically be easier to learn a separate theory for each individual preference that compares two objects or two labels and determines which one is better. Of course, every learned utility function that assigns a score to a set of labels \( \mathcal{L} \) induces such a binary preference relation on these labels.

For object ranking problems, the pairwise approach has been pursued in [13]. The authors propose to solve object ranking problems by learning a binary preference predicate \( Q(x, x') \), which predicts whether \( x \) is preferred to \( x' \) or vice versa. A final ordering is found in a second phase by deriving a ranking that is maximally consistent with these predictions.

For label ranking problems, the pairwise approach has been introduced by Fürnkranz and Hüllermeier [24]. The key idea, to be described in more detail in Section 3, is to learn, for each pair of labels \( (\lambda_i, \lambda_j) \), a binary predicate \( M_{ij}(x) \) that predicts whether \( \lambda_i \succ \lambda_j \) or \( \lambda_j \succ \lambda_i \) for an input \( x \). In order to rank the labels for a new object, predictions for all pairwise label preferences are obtained and a ranking that is maximally consistent with these preferences is derived.

3. Label ranking by learning pairwise preferences

The key idea of ranking by pairwise comparison (RPC) is to reduce the problem of label ranking to several binary classification problems (Sections 3.1 and 3.2). The predictions of this ensemble of binary classifiers can then be combined into
a ranking using a separate ranking algorithm (Section 3.3). We consider this **modularity** of RPC as an important advantage of the approach. Firstly, the binary classification problems are comparably simple and efficiently learnable. Secondly, as will become clear in the remainder of the paper, different ranking algorithms allow the ensemble of pairwise classifiers to adapt to different loss functions on label rankings without the need for re-training the pairwise classifiers.

### 3.1. Pairwise classification

The key idea of pairwise learning is well-known in the context of classification [22], where it allows one to transform a multi-class classification problem, i.e., a problem involving \( m > 2 \) classes \( \mathcal{L} = \{\lambda_1, \ldots, \lambda_m\} \), into a number of binary problems. To this end, a separate model (base learner) \( \mathcal{M}_{ij} \) is trained for each pair of labels \((\lambda_i, \lambda_j) \in \mathcal{L}, 1 \leq i < j \leq m\); thus, a total number of \( m(m-1)/2 \) models is needed. \( \mathcal{M}_{ij} \) is intended to separate the objects with label \( \lambda_i \) from those having label \( \lambda_j \). At classification time, a query instance is submitted to all models \( \mathcal{M}_{ij} \), and their predictions are combined into an overall prediction. In the simplest case, each prediction of a model \( \mathcal{M}_{ij} \) is interpreted as a vote for either \( \lambda_i \) or \( \lambda_j \), and the label with the highest number of votes is proposed as a final prediction.3

Pairwise classification has been tried in the areas of statistics [8,21], neural networks [40,41,44,51], support vector machines [30,32,42,54], and others. Typically, the technique learns more accurate theories than the more commonly used one-against-all classification method, which learns one theory for each class, using the examples of this class as positive examples and all others as negative examples.4 Surprisingly, it can be shown that pairwise classification is also computationally more efficient than one-against-all class binarization (cf. Section 4).

### 3.2. Learning pairwise preference

The above procedure can be extended to the case of preference learning in a natural way [24]. Again, a preference (order) information of the form \( \lambda_a \succ \lambda_b \) is turned into a training example \((x, y)\) for the learner \( \mathcal{M}_{ij} \), where \( i = \min(a, b) \) and \( j = \max(a, b) \). Moreover, \( y = 1 \) if \( a < b \) and \( y = 0 \) otherwise. Thus, \( \mathcal{M}_{ij} \) is intended to learn the mapping that outputs 1 if \( \lambda_i \succ x \lambda_j \) and 0 if \( \lambda_j \succ x \lambda_i \):  

\[
x \mapsto \begin{cases} 
1 & \text{if } \lambda_i \succ x \lambda_j, \\
0 & \text{if } \lambda_j \succ x \lambda_i.
\end{cases} \tag{3.1}
\]

The model is trained with all examples \( x_k \) for which either \( \lambda_i \succ x \lambda_j \) or \( \lambda_j \succ x \lambda_i \) is known. Examples for which nothing is known about the preference between \( \lambda_i \) and \( \lambda_j \) are ignored.

The mapping (3.1) can be realized by any binary classifier. Alternatively, one may also employ base classifiers that map into the unit interval \([0, 1]\) instead of \([0, 1]\), and thereby assign a **valued preference relation** \( \mathcal{R}_x \) to every (query) instance \( x \in \mathcal{X} \):

\[
\mathcal{R}_x(\lambda_i, \lambda_j) = \begin{cases} 
\mathcal{M}_{ij}(x) & \text{if } i < j,
1 - \mathcal{M}_{ji}(x) & \text{if } i > j,
\end{cases}
\tag{3.2}
\]

for all \( \lambda_i \neq \lambda_j \in \mathcal{L} \). The output of a \([0, 1]\)-valued classifier can usually be interpreted as a probability or, more generally, a kind of confidence in the classification: the closer the output of \( \mathcal{M}_{ij} \) to 1, the stronger the preference \( \lambda_i \succ x \lambda_j \) is supported.

Fig. 3 illustrates the entire process for a hypothetical dataset with eight examples that are described with three binary attributes \((A_1, A_2, A_3)\) and preferences among three labels \((a, b, c)\). First, the original training set is transformed into three two-class training sets, one for each possible pair of labels, containing only those training examples for which the relation between these two labels is known. Then three binary models, \( \mathcal{M}_{ab}, \mathcal{M}_{bc}, \) and \( \mathcal{M}_{ac} \) are trained. In our example, the result could be simple rules like the following:

\[
\mathcal{M}_{ab}: a > b \quad \text{if } A_2 = 1.
\]

\[
\mathcal{M}_{bc}: b > c \quad \text{if } A_3 = 1.
\]

\[
\mathcal{M}_{ac}: a > c \quad \text{if } A_1 = 1 \land A_3 = 1.
\]

Given a new example with an unknown preference structure (shown in the bottom left of Fig. 3), the predictions of these models are then used to predict a ranking for this example. As we will see in the next section, this is not always as trivial as in this example.

---

3. Ties can be broken in favor or prevalent classes, i.e., according to the class distribution in the classification setting.

4. Rifkin and Klautau [53] have argued that, at least in the case of support vector machines, one-against-all can be as effective provided that the binary base classifiers are carefully tuned.
3.3. Combining predicted preferences into a ranking

Given a predicted preference relation $R_x$ for an instance $x$, the next question is how to derive an associated ranking $\tau_x$. This question is non-trivial, since a relation $R_x$ does not always suggest a unique ranking in an unequivocal way. For example, the learned preference relation need not be transitive (cf. Section 3.4). In fact, the problem of inducing a ranking from a (valued) preference relation has received a lot of attention in several research fields, e.g., in fuzzy preference modeling and (multi-attribute) decision making [20]. In the context of pairwise classification and preference learning, several studies have empirically compared different ways of combining the predictions of individual classifiers [2,23,34,62].

A simple though effective strategy is a generalization of the aforementioned voting strategy: each alternative $\lambda_i$ is evaluated by the sum of (weighted) votes

$$S(\lambda_i) = \sum_{\lambda_j \neq \lambda_i} R_x(\lambda_i, \lambda_j),$$

and all labels are then ordered according to these evaluations, i.e., such that

$$(\lambda_i \succ x \lambda_j) \Rightarrow (S(\lambda_i) \geq S(\lambda_j)).$$

Even though this ranking procedure may appear rather ad-hoc at first sight, we shall give a theoretical justification in Section 5, where it will be shown that ordering the labels according to (3.3) minimizes a reasonable loss function on rankings.

3.4. Transitivity

Our pairwise learning scheme as outlined above produces a relation $R_x$ by learning the preference degrees $R_x(\lambda_i, \lambda_j)$ independently of each other. In this regard, one may wonder whether there are no interdependencies between these degrees that should be taken into account. In particular, as transitivity of pairwise preferences is one of the most important properties in preference modeling, an interesting question is whether any sort of transitivity can be guaranteed for $R_x$.

Obviously, the learned binary preference relation does not necessarily have the typical properties of order relations. For example, transitivity will in general not hold, because if $\lambda_i \succ x \lambda_j$ and $\lambda_j \succ x \lambda_k$, the independently trained classifier $M_{ik}$ may still predict $\lambda_k \succ x \lambda_i$.\(^5\) This is not a problem, because the subsequent ranking phase will convert the intransitive predictive preference relation into a total preference order.

However, it can be shown that, given the formal assumptions of our setting, the following weak form of transitivity must be satisfied:

$$\forall i, j, k \in \{1 \ldots m\}: \quad R_x(\lambda_i, \lambda_j) \geq R_x(\lambda_i, \lambda_k) + R_x(\lambda_k, \lambda_j) - 1.$$  

\(^5\) In fact, not even symmetry needs to hold if $M_{ij}$ and $M_{ji}$ are different models, which is, e.g., the case for rule learning algorithms [22]. This situation may be compared with round robin sports tournament, where individual results do not necessarily conform to the final ranking that is computed from them.
As a consequence of this property, which is proved in Appendix A, the predictions obtained by an ensemble of pairwise learners \( M_{ij} \) should actually satisfy (3.5). In other words, training the learners independently of each other is indeed not fully legitimate. Fortunately, our experience so far has shown that the probability to violate (3.5) is not very high. Still, forcing (3.5) to hold is a potential point of improvement and part of ongoing work.

4. Complexity analysis

In this section, we will generalize previous results on the efficiency of pairwise classification to preference learning. In particular, we will show that this approach can be expected to be computationally more efficient than alternative approaches like constraint classification that try to model the preference learning problem as a single binary classification problem in a higher-dimensional space (cf. Section 2.3).

4.1. Ranking by pairwise comparison

First, we will bound the number of training examples used by the pairwise approach. Let \( |P_k| \) be the number of preferences that are associated with example \( x_k \). Throughout this section, we denote by \( d = 1/n \cdot \sum_k |P_k| \) the average number of preferences over all examples.

**Lemma 1.** The total number of training examples constructed by RPC is \( n \cdot d \), which is bounded by \( n \cdot m(m-1)/2 \), i.e.,

\[
\sum_{k=1}^{n} |P_k| = n \cdot d \leq n \cdot \frac{m(m-1)}{2}.
\]

**Proof.** Each of the \( n \) training examples will be added to all \( |P_k| \) binary training sets that correspond to one of its preferences. Thus, the total number of training examples is \( \sum_{k=1}^{n} |P_k| = n \cdot d \). This is bounded from above by the size of a complete set of preferences \( n \cdot m(m-1)/2 \). \( \square \)

The special case for classification, where the number of training examples grow only linearly with the number of classes [22], can be obtained as a corollary of this theorem, because for classification, each class label expands to \( d = m - 1 \) preferences.

As a consequence, it follows immediately that RPC using a base algorithm with a linear run-time complexity \( O(n) \) has a total run-time of \( O(d \cdot n) \). More interesting is the general case.

**Theorem 1.** For a base learner with complexity \( O(n^a) \), the complexity of RPC is \( O(d \cdot n^a) \).

**Proof.** Let \( n_{ij} \) be the number of training examples for model \( M_{ij} \). Each example corresponds to a single preference, i.e.,

\[
\sum_{1 \leq i < j \leq m} n_{ij} = \sum_{k=1}^{n} |P_k| = d \cdot n
\]

and the total learning complexity is \( \sum O(n_{ij}^a) \). We now obtain

\[
\frac{\sum O(n_{ij}^a)}{O(d \cdot n^a)} = \frac{1}{d} \frac{\sum O(n_{ij}^a)}{O(n^a)} = \frac{1}{d} \sum O\left( \frac{n_{ij}}{n} \right) \leq \frac{1}{d} \sum O\left( \frac{n_{ij}}{n} \right) = \frac{\sum O(n_{ij})}{O(n)} = \frac{O(d \cdot n)}{O(d \cdot n)} = O(1).
\]

The inequality holds because each example can have at most one preference involving the pair of labels \( (\lambda_i, \lambda_j) \). Thus, \( n_{ij} \leq n \). \( \square \)

Again, we obtain as a corollary that the complexity of pairwise classification is only linear in the number of classes \( O(m \cdot n^a) \), for which an incomplete proof was previously given in [22].

4.2. Constraint classification and log-linear models

For comparison, CC converts each example into a set of examples, one positive and one negative for each preference. This construction leads to the following complexity.

**Theorem 2.** For a base learner with complexity \( O(n^a) \), the total complexity of constraint classification is \( O(d^a \cdot n^a) \).
Proof. CC transforms the original training data into a set of $2 \sum_{k=1}^{d} |P_k| = 2dn$ examples, which means that CC constructs twice as many training examples as RPC. If this problem is solved with a base learner with complexity $O(n^d)$, the total complexity is $O((2dn)^m) = O(d^{m} \cdot n^d)$. \qed

Moreover, the newly constructed examples are projected into a space that has $m$ times as many attributes as the original space.

A direct comparison is less obvious for the online version of CC whose complexity strongly depends on the number of iterations needed to achieve convergence. In a single iteration, the algorithm checks all constraints for every instance and, in case a constraint is violated, adapts the weight vector correspondingly. The complexity is hence $O(n \cdot d \cdot \ell \cdot T)$, where $\ell$ is the number of attributes of an instance (dimension of the instance space) and $T$ the number of iterations.

For the same reason, it is difficult to compare RPC with the boosting-based algorithm proposed for log-linear models by Dekel et al. [17]. In each iteration, the algorithm essentially updates the weights that are associated with each instance and preference constraint. In the label ranking setting considered here, the complexity of this step is $O(d \cdot n)$. Moreover, the algorithm maintains weight coefficients for each base ranking function. If specified as in (2.2), the number of these functions is $m \cdot \ell$. Therefore, the total complexity of LL is $O((d \cdot n + m \cdot \ell) \cdot T)$, with $T$ the number of iterations.

4.3. Discussion

In summary, the overall complexity of pairwise label ranking depends on the average number of preferences that are given for each training example. While being quadratic in the number of labels if a complete ranking is given, it is only linear for the classification setting. In any case, it is no more expensive than constraint classification and can be considerably cheaper if the complexity of the base learner is super-linear (i.e., $a > 1$). The comparison between RPC and LL is less obvious and essentially depends on how $n^d$ relates to $n \cdot T$ (note that, implicitly, $T$ also depends on $n$, as larger data sets typically need more iterations).

A possible disadvantage of RPC concerns the large number of classifiers that have to be stored. Assuming an input space $X$ of dimensionality $\ell$ and simple linear classifiers as base learners, the pairwise approach has to store $O(\ell \cdot m^2)$ parameters, whereas both CC and LL only need to store $O(\ell \cdot m)$ parameters to represent their ranking model. (During training, however, the boosting-based optimization algorithm in LL must also store a typically much higher number of $n \cdot d$ parameters, one for each preference constraint.)

As all the model parameters have to be used for deriving a label ranking, this may also affect the prediction time. However, for the classification setting, it was shown in [48] that a more efficient algorithm yields the same predictions as voting in almost linear time ($\approx O(\ell \cdot m)$). To what extent this algorithm can be generalized to label ranking is currently under investigation. As ranking is basically a sorting of all possible labels, we expect that this can be done in log-linear time ($O(\ell \cdot m \log m)$).

5. Risk minimization

Even though the approach to pairwise ranking as outlined in Section 3 appears intuitively appealing, one might argue that it lacks a solid foundation and remains ad-hoc to some extent. For example, one might easily think of ranking procedures other than (3.3), leading to different predictions. In any case, one might wonder whether the rankings predicted on the basis of (3.2) and (3.3) do have any kind of optimality property. An affirmative answer to this question will be given in this section.

5.1. Preliminaries

Recall that, in the setting of label ranking, we associate every instance $x$ from an instance space $X$ with a ranking of a finite set of class labels $L = \{\lambda_1 \ldots \lambda_m\}$ or, equivalently, with a permutation $\tau_x \in \mathcal{S}_m$ (where $\mathcal{S}_m$ denotes the class of all permutations of $\{1 \ldots m\}$). More specifically, and in analogy with the setting of conventional classification, every instance is associated with a probability distribution over the class of rankings (permutations) $\mathcal{S}_m$. That is, for every instance $x$, there exists a probability distribution $P(\cdot | x)$ such that, for every $\tau \in \mathcal{S}_m$, $P(\tau | x)$ is the probability to observe the ranking $\tau$ as an output, given the instance $x$ as an input.

The quality of a model $\mathcal{M}$ (induced by a learning algorithm) is commonly measured in terms of its expected loss or risk

$$\mathbb{E}(D(y, \mathcal{M}(x))),$$

where $D(\cdot)$ is a loss or distance function, $\mathcal{M}(x)$ denotes the prediction made by the model for the instance $x$, and $y$ is the true outcome. The expectation $\mathbb{E}$ is taken over $X \times Y$, where $Y$ is the output space; in our case, $Y$ is given by $\mathcal{S}_m$.

---

6 The existence of a probability measure over $X \times Y$ must of course be assumed.
5.2. Spearman’s rank correlation

An important and frequently applied similarity measure for rankings is the Spearman rank correlation, originally proposed by Spearman [57] as a nonparametric rank statistic to measure the strength of the associations between two variables [43]. It is defined as follows

\[ 1 - \frac{6D(\tau, \tau')} {m(m^2 - 1)} \] (5.2)

as a linear transformation (normalization) of the sum of squared rank distances

\[ D(\tau', \tau) \equiv \sum_{i=1}^{m} (\tau'(i) - \tau(i))^2 \] (5.3)

to the interval \([-1, 1]\). As will now be shown, RPC is a risk minimizer with respect to (5.3) (and hence Spearman rank correlation) as a distance measure under the condition that the binary models \( M_{ij} \) provide correct probability estimates, i.e.,

\[ R_x(\lambda_i, \lambda_j) = M_{ij}(x) = P(\lambda_i \succ_x \lambda_j). \] (5.4)

That is, if (5.4) holds, then RPC yields a risk minimizing prediction

\[ \hat{t}_x = \arg \min_{t \in S_m} \sum_{\tau \in S_m} D(\tau, \tau') \cdot P(\tau' \mid x) \] (5.5)

if \( D(\cdot) \) is given by (5.3). Admittedly, (5.4) is a relatively strong assumption, as it requires the pairwise preference probabilities to be perfectly learnable. Yet, the result (5.5) sheds light on the aggregation properties of our technique under ideal conditions and provides a valuable basis for further analysis. In fact, recalling that RPC consists of two steps, namely pairwise learning and ranking, it is clear that in order to study properties of the latter, some assumptions about the result of the former step have to be made. And even though (5.4) might at best hold approximately in practice, it seems to be at least as natural as any other assumption about the output of the ensemble of pairwise learners.

**Lemma 2.** Let \( s_i, i = 1 \ldots m \), be real numbers such that \( 0 \leq s_1 \leq s_2 \leq \cdots \leq s_m \). Then, for all permutations \( \tau \in S_m \),

\[ \sum_{i=1}^{m} (i - s_i)^2 \leq \sum_{i=1}^{m} (i - s_{\tau(i)})^2. \] (5.6)

**Proof.** We have

\[ \sum_{i=1}^{m} (i - s_{\tau(i)})^2 = \sum_{i=1}^{m} (i - s_i + s_i - s_{\tau(i)})^2 = \sum_{i=1}^{m} (i - s_i)^2 + 2 \sum_{i=1}^{m} (i - s_i)(s_i - s_{\tau(i)}) + \sum_{i=1}^{m} (s_i - s_{\tau(i)})^2. \]

Expanding the last equation and exploiting that \( \sum_{i=1}^{m} s_i^2 = \sum_{i=1}^{m} \tau(i) \) yields

\[ \sum_{i=1}^{m} (i - s_{\tau(i)})^2 = \sum_{i=1}^{m} (i - s_i)^2 + 2 \sum_{i=1}^{m} i s_i - 2 \sum_{i=1}^{m} i s_{\tau(i)}. \]

On the right-hand side of the last equation, only the last term \( \sum_{i=1}^{m} i s_{\tau(i)} \) depends on \( \tau \). This term is maximal for \( \tau(i) = i \), because \( s_i \leq s_j \) for \( i < j \), and therefore \( \max_{i=1 \ldots m} m s_i = m s_m \), \( \max_{i=1 \ldots m-1} (m-1) s_i = (m-1)s_{m-1} \), etc. Thus, the difference of the two sums is always positive, and the right-hand side is larger than or equal to \( \sum_{i=1}^{m} (i - s_i)^2 \), which proves the lemma. \( \square \)

**Lemma 3.** Let \( P(\cdot \mid x) \) be a probability distribution over \( S_m \). Moreover, let

\[ s_i \equiv m - \sum_{j \neq i} P(\lambda_i \succ_x \lambda_j) \] (5.7)

with

\[ P(\lambda_i \succ_x \lambda_j) = \sum_{\tau: \tau(i) < \tau(j)} P(\tau \mid x). \] (5.8)

Then, \( s_i = \sum_{\tau} P(\tau \mid x) \tau(i) \).
Proof. We have
\[ s_i = m - \sum_{j \neq i} P(\lambda_i >_x \lambda_j) \]
\[ = 1 + \sum_{j \neq i} (1 - P(\lambda_i >_x \lambda_j)) \]
\[ = 1 + \sum_{j \neq i} P(\lambda_j >_x \lambda_i) \]
\[ = 1 + \sum_{j \neq i} \sum_{\tau : j < \tau(i)} P(\tau | x) \]
\[ = 1 + \sum_{\tau} P(\tau | x) \sum_{j \neq i} \left\{ \begin{array}{ll} 1 & \text{if } \tau(i) > \tau(j) \\ 0 & \text{if } \tau(i) < \tau(j) \end{array} \right\} (\tau(i) - 1) \]
\[ = \sum_{\tau} P(\tau | x) \tau(i). \quad \square \]

Note that \( s_i \leq s_j \) is equivalent to \( S(\lambda_i) \geq S(\lambda_j) \) (as defined in (3.3)) under the assumption (5.4). Thus, ranking the alternatives according to \( S(\lambda_i) \) (in decreasing order) is equivalent to ranking them according to \( s_i \) (in increasing order).

**Theorem 3.** The expected distance
\[ E(D(\tau', \tau) | x) = \sum_{\tau} P(\tau | x) \cdot D(\tau', \tau) = \sum_{\tau} P(\tau | x) \sum_{i=1}^{m} (\tau'(i) - \tau(i))^2 \]
becomes minimal by choosing \( \tau' \) such that \( \tau'(i) \leq \tau'(j) \) whenever \( s_i \leq s_j \), with \( s_i \) given by (5.7).

Proof. We have
\[ E(D(\tau', \tau) | x) = \sum_{\tau} P(\tau | x) \sum_{i=1}^{m} (\tau'(i) - \tau(i))^2 \]
\[ = \sum_{i=1}^{m} \sum_{\tau} P(\tau | x)(\tau'(i) - \tau(i))^2 \]
\[ = \sum_{i=1}^{m} \sum_{\tau} P(\tau | x)(\tau'(i) - s_i + s_i - \tau(i))^2 \]
\[ = \sum_{i=1}^{m} \sum_{\tau} P(\tau | x)((\tau(i) - s_i)^2 - 2(\tau(i) - s_i)(s_i - \tau'(i)) + (s_i - \tau'(i))^2) \]
\[ = \sum_{i=1}^{m} \left[ \sum_{\tau} P(\tau | x)(\tau(i) - s_i)^2 - 2(s_i - \tau'(i)) \sum_{\tau} P(\tau | x)(\tau(i) - s_i) + \sum_{\tau} P(\tau | x)(s_i - \tau'(i))^2 \right]. \]

In the last equation, the mid-term on the right-hand side becomes 0 according to Lemma 3. Moreover, the last term obviously simplifies to \( (s_i - \tau'(i))^2 \), and the first term is a constant \( c = \sum_{\tau} P(\tau | x)(\tau(i) - s_i)^2 \) that does not depend on \( \tau' \). Thus, we obtain \( E(D(\tau', \tau) | x) = c + \sum_{i=1}^{m} (s_i - \tau'(i))^2 \) and the theorem follows from Lemma 2. \( \square \)

5.3. Kendall’s tau

The above result shows that our approach to label ranking in the form presented in Section 3 is particularly tailored to (5.3) as a loss function. We like to point out, however, that RPC is not restricted to this measure but can also minimize other loss functions. As mentioned previously, this can be accomplished by replacing the ranking procedure in the second step of RPC in a suitable way. To illustrate, consider the well-known Kendall tau measure [38] as an alternative loss function. This measure essentially calculates the number of pairwise rank inversions on labels to measure the ordinal correlation of two rankings; more formally, with
\[ D(\tau', \tau) \overset{df}{=} \# \{ (i, j) \mid i < j, \tau(i) > \tau(j) \land \tau'(i) < \tau'(j) \} \]
(5.9)
expressed in terms of rankings

Borda-count

5.4. Connections with voting theory

procedure for minimizing Spearman's rank correlation.

 advocates that minimizes Kendall's tau is definitely more complex than the

advantage, because the set of class labels is typically of small to moderate size. Nevertheless, from

predictions of the pairwise learners) can be

other words, RPC can also make predictions which are optimal for (5.9) as an underlying loss function. To this end, only

the ranking procedure has to be adapted while the same pairwise probabilities (predictions of the pairwise learners) can be

used.
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(for weighted tournaments) which is known to be NP complete [3]. Of course, in the context of label ranking, this result

should be put into perspective, because the set of class labels is typically of small to moderate size. Nevertheless, from

a computational point of view, the ranking procedure that minimizes Kendall's tau is definitely more complex than the

procedure for minimizing Spearman's rank correlation.

5.4. Connections with voting theory

It is worth mentioning that the voting strategy in RPC, as discussed in Section 5.2, is closely related to the so-called

Borda-count, a voting rule that is well-known in social choice theory [9]: Suppose that the preferences of n voters are

expressed in terms of rankings τ₁, τ₂...τₙ of m alternatives. From a ranking τᵢ, the following scores are derived for the

alternatives: The best alternative receives m − 1 points, the second best m − 2 points, and so on. The overall score of an

alternative is the sum of points that it has received from all voters, and a representative ranking ̂τ (aggregation of the single

voters' rankings) is obtained by ordering the alternatives according to these scores.

Now, it is readily verified that the result obtained by this procedure corresponds exactly to the result of RPC if the

probability distribution over the class Sₘ of rankings is defined by the corresponding relative frequencies. In other words, the

ranking ̂τ obtained by RPC minimizes the sum of all distances:

\[
\hat{\tau} = \arg \min_{\tau \in S_m} \sum_{i=1}^{n} D(\tau, \tau_i).
\] (5.12)

A ranking of that kind is sometimes called central ranking.⁷

In connection with social choice theory it is also interesting to note that RPC does not satisfy the so-called Condorcet

criterion: As the pairwise preferences in our above example show, it is thoroughly possible that an alternative (in this case λ₁) is preferred in all pairwise comparisons (R(λ₁, λ₂) > .5 and R(λ₁, λ₃) > .5) without being the overall winner of the

election (top-label in the ranking). Of course, this apparently paradoxical property is not only relevant for ranking but

also for classification. In this context, it has already been recognized by Hastie and Tibshirani [30].

Another distance (similarity) measure for rankings, which plays an important role in voting theory, is the aforementioned Kendall tau. When using the number of discordant pairs (5.9) as a distance measure D(·) in (5.12), ̂τ is also called the Kemeny-optimal ranking. Kendall's tau is intuitively quite appealing and Kemeny-optimal rankings have several nice properties. However, as noted earlier, one drawback of using Kendall's tau instead of rank correlation as a distance measure in (5.12) is a loss of computational efficiency. In fact, the computation of Kemeny-optimal rankings is known to be NP-hard [5].

6. Empirical evaluation

The experimental evaluation presented in this section compares, in terms of accuracy and computational efficiency, ranking by pairwise comparison (RPC) with weighted voting to the constraint classification (CC) approach and log-linear models for label ranking (LL) as outlined, respectively, in Sections 2.3.1 and 2.3.2. CC in particular is a natural counterpart

⁷ See, e.g., Marden's book [45], which also contains results closely related to our results from Section 5.2.
Table 2
Statistics for the semi-synthetic and real datasets

<table>
<thead>
<tr>
<th>dataset</th>
<th>#examples</th>
<th>#classes</th>
<th>#features</th>
</tr>
</thead>
<tbody>
<tr>
<td>iris</td>
<td>150</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>wine</td>
<td>178</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>glass</td>
<td>214</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>vowel</td>
<td>528</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>vehicle</td>
<td>846</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>spo</td>
<td>2465</td>
<td>11</td>
<td>24</td>
</tr>
<tr>
<td>heat</td>
<td>2465</td>
<td>6</td>
<td>24</td>
</tr>
<tr>
<td>dtt</td>
<td>2465</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>cold</td>
<td>2465</td>
<td>4</td>
<td>24</td>
</tr>
<tr>
<td>diau</td>
<td>2465</td>
<td>7</td>
<td>24</td>
</tr>
</tbody>
</table>

to compare with, as its approach is orthogonal to ours: instead of breaking up the label ranking problem into a set of small pairwise learning problems, as we do, CC embeds the original problem into a single learning problem in a high-dimensional feature space. We implemented CC with support vector machines using a linear kernel as a binary classifier (CC-SVM). Apart from CC in its original version, we also included an online-variant (CC-P) as proposed in [28], using a noise-tolerant perceptron algorithm as a base learner [37].

To guarantee a fair comparison, we use LL with (2.2) as base ranking functions, which means that it is based on the same underlying model class as CC. Moreover, we implement RPC with simple logistic regression as a base learner, which comes down to fitting a linear model and using the logistic link function \( \logit(\pi) = \log(\pi/(1-\pi)) \) to derive \([0,1]\)-valued scores, the type of model output requested in RPC. Essentially, all three approaches are therefore based on linear models and, in fact, they all produce linear decision boundaries between classes. Nevertheless, to guarantee full comparability between RPC and CC, we also implemented the latter with logistic regression as a base learner (CC-LR).

6.1. Datasets

To provide a comprehensive analysis under varying conditions, we considered different scenarios that can be roughly categorized as real-world and semi-synthetic.

The real-world scenario originates from the bioinformatics fields where ranking and multilabeled data, respectively, can frequently be found. More precisely, our experiments considered two types of genetic data, namely phylogenetic profiles and DNA microarray expression data for the Yeast genome. The genome consists of 2465 genes, and each gene is represented by an associated phylogenetic profile of length 24. Using these profiles as input features, we investigated the task of predicting a “qualitative” representation of an expression profile: Actually, the expression profile of a gene is an ordered sequence of real-valued measurements, such as \( (2.1, 3.5, 0.7, -2.5) \), where each value represents the expression level of that gene measured at a particular point of time. A qualitative representation can be obtained by converting the expression levels into ranks, i.e., ordering the time points (labeled) according to the associated expression values. In the above example, the qualitative profile would be given by \( (2, 1, 3, 4) \), which means that the highest expression was observed at time point 2, the second-highest at time point 1, and so on. The use of qualitative profiles of that kind, and the Spearman correlation as a similarity measure between them, was motivated in [4], both biologically and from a data analysis point of view.

We used data from five microarray experiments (spo, heat, dtt, cold, diau), giving rise to five prediction problems all using the same input features but different target rankings. It is worth mentioning that these experiments involve different numbers of measurements, ranging from 4 to 11; see Table 2. Since in our context, each measurement corresponds to a label, we obtain ranking problems of quite different complexity. Besides, even though the original measurements are real-valued, there are expression profiles containing ties which were broken randomly.

In order to complement the former real-world scenario with problems originating from several different domains, the following multiclass datasets from the UCI Repository of machine learning databases [6] and the Statlog collection [46] were included in the experimental evaluation: iris, wine, glass, vowel, vehicle (a summary of dataset properties is given in Table 2). These datasets were also used in a recent experimental study on multiclass support vector machines [32].

---

8 We employed the implementation offered by the Weka machine learning package [61] in its default setting. To obtain a ranking of labels, classification scores were transformed into (pseudo-)probabilities using a logistic regression technique [50].
9 This algorithm is based on the “alpha-bound trick”. We set the corresponding parameter \( \alpha \) to 500.
10 Again, we used the implementation offered by the Weka package.
11 All linear models also incorporate a bias term.
12 This data is publicly available at http://www1.cs.columbia.edu/compbio/exp-phylo.
13 We excluded three additional subproblems with more measurements due to the prohibitive computational demands of the constraint classification approach.
For each of these four multiclass datasets, a corresponding ranking dataset was generated in the following manner: We trained a naive Bayes classifier\(^{14}\) on the respective dataset. Then, for each example, all the labels present in the dataset were ordered with respect to decreasing predicted class probabilities (in the case of ties, labels with lower indices are ranked first). Thus, by substituting the single labels contained in the original multiclass datasets with the complete rankings, we obtain the label ranking datasets required for our experiments. The fundamental underlying learning problem may also be viewed as learning a qualitative replication of the probability estimates of a naive Bayes classifier.

6.2. Experimental results

6.2.1. Complete preference information

In the experiments, the actual true rankings on the test sets were compared to the corresponding predicted rankings. For each of the approaches, we report the average accuracy in terms of both Spearman’s rank correlation and Kendall’s tau. This is necessary because, as we showed in Section 5, RPC with weighted voting as a ranking procedure is especially tailored toward maximizing the Spearman rank correlation, while CC and LL are more focused on the Kendall tau measure: Minimization of the 0/1-loss on the expanded set of (binary) classification examples yields an implicit maximization of the empirical Kendall tau statistic of the label ranking function on the training set. It is true, however, that all distance (similarity) measures on rankings are of course more or less closely related.\(^{15}\)

The results of a cross validation study (10-fold, 5 repeats), shown in Tables 3 and 4, are clearly in favor of RPC and CC in its online version. These two methods are on a par and outperform the other methods on all datasets except wine, for which LL yields the highest accuracy. These results are further corroborated by the standard classification accuracy on the multiclass data (probability to place the true class on the topmost rank), which is reported in Table 5.

In terms of training time, RPC is the clear winner, as can be seen in Table 6.\(^{16}\) In compliance with our theoretical results, the original version of CC, here implemented as CC-SVM and CC-LR, was found to be quite problematic from this point of view, as it becomes extremely expensive for data sets with many attributes or many labels. For example, the trainings time for CC-SVM was almost 5 hours for vowel, and more than 7 days for the spo data; we therefore abstained from a detailed analysis and exposition of results for these variants. As expected, RPC is slightly less efficient than LL and CC-P in terms of

\(^{14}\) We employed the implementation for naive Bayes classification on numerical datasets (NaiveBayesSimple) contained in the Weka machine learning package [61].

\(^{15}\) For example, it has recently been shown in [14] that optimizing rank correlation yields a 5-approximation to the ranking which is optimal for the Kendall measure.

\(^{16}\) Experiments were conducted on a PC Intel Core2 6600 2.4 Ghz with 2 GB RAM. We stopped the iteration in LL as soon as the sum of absolute changes of the weights was smaller than $10^{-7}$; empirically, this was found to be the largest value that guaranteed stability of the model performance.
testing time (see also Table 6), even though these times are extremely small throughout and clearly negligible in comparison with the training times.

6.2.2. Incomplete preference information

In Section 6.2.1, we provided an empirical study on learning label ranking functions assuming that the complete ranking is available for each example in the training set. However, in practical settings, we will often not have access to a total order of all possible labels for an object. Instead, in many cases, only a few pairs of preferences are known for each object.

To model incomplete preferences, we modified the training data as follows: A biased coin was flipped for every label in a ranking in order to decide whether to keep or delete that label; the probability for a deletion is $p$. Thus, a ranking such as $\lambda_1 \succ \lambda_2 \succ \lambda_3 \succ \lambda_4 \succ \lambda_5$ may be reduced to $\lambda_1 \succ \lambda_3 \succ \lambda_4$, and hence, pairwise preferences are generated only from the latter (note that, as a pairwise preference "survives" only with probability $(1 - p)^2$, the average percentage of preferences in the training data decreases much faster with $p$ than the average number of labels). Of course, the rankings produced in this way are of varying size.

Fig. 4 shows the experimental results for RPC, LL, and CC-P, the online variant of CC. More precisely, the figures show the accuracy in terms of Kendall's tau (which are qualitatively very similar to those for Spearman's rank correlation) as a function of the probability $p$. As expected, the accuracy decreases with an increasing amount of missing preference information, even though all three methods can deal with missing preference information remarkably well. Still, there seems to be a clear rank order: LL is the least sensitive method, and CC appears to be a bit less sensitive than RPC. Our explanation for this finding is that, due to training a quadratic instead of a linear number of models, RPC is in a sense more flexible than LL and CC. This flexibility is an advantage if enough training data is available but may turn out as a disadvantage if this is not the case. This may also explain the superior performance of LL on the wine data, which has relatively few instances.

Finally, we mention that almost identical curves are obtained when sampling complete training examples with a suitable sampling rate. Roughly speaking, training on a few instances with complete preference information is comparable to training on more instances with partial preference information, provided the (expected) total number of pairwise preferences is the same.

7. Related work

As noted in Section 6, the work on constraint classification \cite{28,29} appears to be a natural counterpart to our algorithm. In the same section, we have also discussed the log-linear models for label ranking proposed by Dekel et al. \cite{17}. As both CC and LL are directly applicable to the label ranking problem studied in this paper, we compared RPC empirically with these approaches. The subsequent review will focus on other key works related to label ranking and pairwise decomposition techniques that have recently appeared in the literature; a somewhat more exhaustive literature survey can be found in \cite{12}.

We are not aware of any other work that, as our method, approaches the label ranking problem by learning pairwise preference predicates $\mathcal{R}_k(\lambda_i, \lambda_j)$, $1 \leq i < j \leq m$, and, thereby, reduces the problem to one of ranking on the basis of a preference relation. Instead, all existing methods, including CC and LL, essentially follow the idea of learning utility or scoring functions $f_1(\cdot) \ldots f_m(\cdot)$ that can be used for inducing a label ranking: Given an input $x$, each label $\lambda_i$ is evaluated in terms of a score $f_i(x)$, and the labels are then ordered according to these scores.
Fig. 4. Results for the datasets in Table 2 in the missing label scenario: Accuracy in terms of Kendall's tau as a function of the (expected) percentage of missing labels (note that different figures have different scales).
In passing, we note that, for the (important) special case in which we combine pairwise preferences in RPC by means of a simple voting strategy, it is true that we eventually compute a kind of score for each label as well, namely
\[
f_1(x) = \sum_{1 \leq j \neq i \leq m} R_{x}(\lambda_i, \lambda_j),
\]
that may, at least at first sight, appear comparable to the utility functions
\[
f_i(x) = \sum_j \alpha_j h_j(x, \lambda_i)
\]
used in LL. However, despite a formal resemblance, one should note that (7.1) is not directly comparable to (7.2). In particular, our “base functions” are preference predicates \((\mathcal{L} \times \mathcal{L} \rightarrow [0,1])\) mappings instead of scoring functions \((\mathcal{X} \times \mathcal{L} \rightarrow \mathbb{R})\) mappings. Moreover, as opposed to (7.2), the number of these functions is predetermined by the number of labels \((m)\), and each of them has the same relevance (i.e., weighing coefficients \(\alpha_i\) are not needed).

Shalev-Shwartz and Singer [56] learn utility functions \(f_i(\cdot)\) on the basis of a different type of training information, namely real values \(g(\lambda_i)\) that reflect the relevance of the labels \(\lambda_i\) for an input \(x\). Binary preferences between labels \(\lambda_i\) and \(\lambda_j\) are then weighted by the difference \(g(\lambda_i) - g(\lambda_j)\), and this value is considered as a degree of importance of ordering \(\lambda_i\) ahead of \(\lambda_j\). This framework hence deviates from a purely qualitative setting in which preference information is modeled in the form of order relations.

Another interesting generalization of the utility-based approach to label ranking is the framework of Aiolli [1], that allows one to specify both qualitative and quantitative preference constraints on utility functions. In addition to the pairwise preference constraints that we also use (and which he interprets as constraints on a utility function), Aiolli [1] also allows constraints of the type \(\lambda_i \succeq \tau\), which means that the value of the utility function \(f_i(x) > t_i\), where \(t_i\) is a numerical threshold.

There has also been some work on the theoretical foundations of label ranking. We already mentioned above that Dekel et al. [17] introduced a generalized ranking error, which assumes a procedure for decomposing a preference graph into subgraphs, and defines the generalized error as the fraction of subgraphs that are not exactly in agreement with the learned utility function. Ha and Haddawy [26] discuss a variety of different ranking loss functions and introduce a different extension of Kendall’s tau. With respect to predictive performance, Usunier et al. [59] analyze the generalization properties of binary classifiers trained on interdependent data for certain types of structured learning problems such as bipartite ranking.

As mentioned in Section 2, label ranking via pairwise preference models may be viewed as a generalization of various other learning tasks. There has been a considerable amount of recent work on many of such tasks. In particular, pairwise classification has been studied in-depth in the area of support vector machines [32, and references therein]. We refer to [22, Section 8] for a brief survey of work on pairwise classification, and its relation to other learning class binarization techniques.

Another special scenario is the application of label ranking algorithms to multi-label problems. For example, Crammer and Singer [16] consider a variety of on-line learning algorithms for the problem of ranking possible labels in a multi-label text categorization task. They investigate a set of algorithms that maintain a prototype for each possible label, and order the labels of an example according to the response signal returned by each of the prototypes. [11] demonstrates a general technique that not only allows one to rank all possible labels in multi-label problem, but also to select an appropriate threshold between relevant and irrelevant labels.

It is well-known that pairwise classification is a special case of Error Correcting Output Codes (ECOC) [18] or, more precisely, their generalization that has been introduced in [2]. Even though ECOC allows for a more flexible decomposition of the original problem into simpler ones, the pairwise approach has the advantage that it provides a fixed, domain-independent and non-stochastic decomposition with a good overall performance. In several experimental studies, including [2], it performed en par or better with competing decoding matrices. While finding a good encoding matrix still is an open problem [49], it can be said that pairwise classification is among the most efficient decoding schemes. Even though we have to train a quadratic number of classifiers, both training (and to some extent also testing) can be performed in linear time as discussed in Section 4. ECOC matrices that produce the necessary redundancy by defining more binary prediction problems than labels are more expensive to train.

What is more important here, however, is that the pairwise case seems to have special advantages in connection with ranking and preference learning problems. In particular, it has a clearly defined semantics in terms of pairwise comparison between alternatives and, as we discussed in Section 3, produces as output a binary preference relation, which is an established concept in preference modeling and decision theory. As opposed to this, the semantics of a model that compares more than two classes, namely a subset of positive with a subset of negative ones, as it is possible in ECOC, is quite unclear. For example, while a prediction \(\lambda_3 > \lambda_2\) obviously indicates that \(\lambda_3\) is ranked ahead of \(\lambda_2\), several interpretations are conceivable for a prediction such as, say, \([\lambda_3, \lambda_5] > [\lambda_1, \lambda_2]\). Without going into further detail, we mention that all these interpretations seem to produce serious complications, either with regard to the training of models or the decoding step, or both. In any case, generalizing the pairwise approach in the label ranking setting appears to be much more difficult than in the classification setting, where an information about class membership can easily be generalized from single labels (the instance belongs to \(\lambda_3\)) to a set of labels (the instance belongs to \(\lambda_3\) or \(\lambda_5\)).
8. Conclusions

In this paper, we have introduced a learning algorithm for the label ranking problem and investigated its properties both theoretically and empirically. The merits of our method, called ranking by pairwise comparison (RPC), can be summarized as follows:

- Firstly, we find that RPC is a simple yet intuitively appealing and elegant approach, especially as it is a natural generalization of pairwise classification. Besides, RPC is completely in line with preference modeling based on binary preference relations, an established approach in decision theory.
- Secondly, the modular conception of RPC allows for combining different (pairwise) learning and ranking methods in a convenient way. For example, different loss functions can be minimized by simply changing the ranking procedure but without the need to retrain the binary models (see Section 5).
- Thirdly, RPC is superior to alternative approaches with regard to efficiency and computational complexity, as we have shown both theoretically and experimentally (cf. Sections 4 and 6), while being at least competitive in terms of prediction quality.
- Fourthly, while existing label ranking methods are inherently restricted to linear models, RPC is quite general regarding the choice of a base learner, as in principle every binary classifier can be used.

Finally, we note that RPC also appears attractive with regard to an extension of the label ranking problem to the learning of more general preference relations on the label set \( L \). In fact, in many practical applications it might be reasonable to relax the assumption of strictness, i.e., to allow for indifference between labels, or even to represent preferences in terms of partial instead of total orders. The learning of pairwise preference predicates is then definitely more suitable than utility-based methods, since a utility function necessarily induces a total order and, therefore, cannot represent partial orders. Extensions of this kind constitute important aspects of ongoing work.
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Appendix A. Transitivity properties of pairwise preferences

Our pairwise learning scheme introduced in Section 3 produces a preference relation \( R_x \) in a first step, which is then used for inducing a ranking \( \tau_x \). As transitivity of pairwise preferences is one of the most important properties in preference modeling, an interesting question is whether any sort of transitivity can be guaranteed for \( R_x \). Indeed, even though the pairwise preferences induced by a single ranking are obviously transitive, it is less clear whether this property is preserved when “merging” different rankings in a probabilistic way.

In fact, recall that every instance \( x \in X \) is associated with a probability distribution over \( S_m \) (cf. Section 5.1). Such a distribution induces a unique probability distribution for pairwise preferences via

\[
p_{ij} = \mathbb{P}(\lambda_i > \lambda_j) = \sum_{\tau \in S_m : \tau(i) < \tau(j)} \mathbb{P}(\tau).
\]  

An interesting finding is that the pairwise preferences \( A.1 \) do indeed satisfy a form of transitivity, albeit a relatively weak one:

\[
\forall i, j, k \in \{1 \ldots m\}: \quad p_{ik} \geq p_{ij} + p_{jk} - 1.
\]  

More formally, we can prove the following theorem.

**Theorem 4.** Consider any probability distribution on the set of rankings \( S_m \). The pairwise preferences induced by this distribution via \( A.1 \) satisfy \( A.2 \).

**Proof.** Consider any three labels \( \lambda_i, \lambda_j, \lambda_k \). Obviously, there is no need to distinguish the rankings which put these labels in the same order. Thus, we can partition \( S_m \) into six equivalence classes \( S_{ijk}, S_{ikj} \ldots S_{kij} \), where \( S_{ijk} = \{ \tau \in S_m | \tau(i) < \tau(j) < \tau(k) \} \) and the other classes are defined analogously. Let

\[
q_{ijk} \overset{\text{df}}{=} \mathbb{P}(S_{ijk}) = \sum_{\tau \in S_m : \tau(i) < \tau(j) < \tau(k)} \mathbb{P}(\tau)
\]

and \( q = (q_{ijk}, q_{ikj}, q_{kij}, q_{ki}, q_{jk}, q_{kj})^T \in [0, 1]^6 \).
Now, consider probabilities $p = (p_{ij}, p_{jk}, p_{ik})^\top$ for the pairwise probabilities (A.1). Finding a distribution on rankings which induces these probabilities obviously comes down to solving a system of linear equations of the form $A \times q = p$, where $A$ is a matrix of dimension $3 \times 6$ with 0/1 entries, and

$$
q_{jk} + q_{kj} + q_{jk} + q_{kj} = 1.
$$

The set of solutions to this problem can be expressed as

$$
\begin{pmatrix}
q_{jk} \\
q_{kj} \\
p_{ij} + p_{jk} - 1 + v \\
p_{ik} - u - v \\
p_{ik} - u + v \\
0
\end{pmatrix}
\begin{pmatrix}
1 - p_{jk} - u - v \\
p_{ik} - p_{ij} + u \\
p_{ik} - u - v \\
u \\
v
\end{pmatrix}
\begin{pmatrix}
p_{ij} + p_{jk} \leq 1 \\
0, 1 - p_{ij}, p_{ij} - p_{ik}, 0
\end{pmatrix}

$$

where $u, v \in [0, 1]$. Additionally, the components of $q$ must be non-negative. If this is satisfied for $u = v = 0$, then $p_{ik} \geq p_{ij}$ (fourth entry) and (A.2) holds. In the case where non-negativity is violated, either $p_{ij} + p_{jk} < 1$ or $p_{ik} < p_{ij}$. In the second case, $u$ must be increased to (at least) $p_{ij} - p_{ik}$, and one obtains the solution vector

$$
(P_{ij} + p_{jk} - 1, 1 + p_{ik} - (p_{ij} + p_{jk}), 0, 1 - p_{ij}, p_{ij} - p_{ik}, 0)^\top
$$

which is non-negative if and only if $p_{ik} \geq p_{ij} + p_{jk} - 1$. In the first case, $v$ must be increased to (at least) $1 - (p_{ij} + p_{jk})$, and one obtains the solution vector

$$
(0, p_{ij}, p_{ik} - p_{ij}, p_{ij} + p_{jk} - p_{ik}, 0, 1 - (p_{ij} + p_{jk}))^\top
$$

which is non-negative if and only if $p_{ik} \leq p_{ij} + p_{jk}$. This latter inequality is equivalent to $p_{kj} \geq p_{kj} + p_{ji} - 1$, where $p_{kj} = 1 - p_{jk}$, so the transitivity property (A.2) now holds for the reciprocal probabilities. In a similar way one verifies that (A.2) must hold in the case where both $p_{ij} + p_{jk} < 1$ and $p_{ik} < p_{ij}$. In summary, a probability distribution on $\mathcal{S}_m$ which induces the probabilities $p_{ij}, p_{jk}, p_{ik}$ exists if and only if these probabilities satisfy (A.2).

It is interesting to note that (A.2) is a special type of $\top$-transitivity. A so-called $t$-norm is a generalized logical conjunction, namely a binary operator $\top : [0, 1]^2 \to [0, 1]$ which is associative, commutative, monotone, and satisfies $\top(0, x) = 0$, $\top(1, x) = x$ for all $x$. Operators of that kind have been introduced in the context of probabilistic metric spaces [55] and have been studied intensively in fuzzy set theory in recent years [39]. A binary relation $\mathcal{R} \subset A \times A$ is called $\top$-transitive if it satisfies $\mathcal{R}(a, c) \supseteq \mathcal{R}(a, b), \mathcal{R}(b, c)$ for all $a, b, c \in A$. Therefore, what the condition (A.2) expresses is just $\top$-transitivity with respect to the Lukasiewicz $\top$-norm which is defined by $\top(x, y) = \max(x + y - 1, 0)$.
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