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ABSTRACT
Open-domain conversational QA (ODCQA) calls for effective ques-
tion rewriting (QR), as the questions in a conversation typically
lack proper context for the QA model to interpret. In this paper, we
compare two types of QR approaches, generative and expansive
QR, in end-to-end ODCQA systems with recently released QReCC
and OR-QuAC benchmarks. While it is common practice to apply
the same QR approach for both the retriever and the reader in the
QA system, our results show such strategy is generally suboptimal
and suggest expansive QR is better for the sparse retriever and
generative QR is better for the reader. Furthermore, while conver-
sation history modeling with dense representations outperforms
QR, we show the advantages to apply both jointly, as QR boosts the
performance especially when limited history turns are considered.
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1 INTRODUCTION
Automatic question answering (QA) plays an important role in the
recent rise of virtual assistant systems, such as Alexa, Siri, Google
Assistant. In the literature, single-turn QA has been the predom-
inant setup, where given a question and a reference passage, the
task is to find a text span [9, 18] or a sentence [7] in the passage
answering the question. As more and more information-seeking ac-
tivities move to dialogue-based interfaces, conversational question
answering has extended the single-turn setup into a multi-turn,
conversational setting [2, 19, 20], where given a reference passage
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and the conversation history, i.e., previous questions and answers
in the dialogue, the task is to answer the current question in the
conversation. This setting still assumes the existence of the gold
reference passage, making it impractical in many real-world sce-
narios. To overcome such limitation, open-domain conversational
QA (ODCQA) [1, 10, 14] has been proposed recently as yet another
extension, where the models are given access to a large corpus
or the entire web when answering the questions, instead of being
limited to pre-selected passages or documents.

As QA systems move towards a more natural human-computer
interaction from a closed-domain single-turn setup to an open-
domain multi-turn setup, new challenges arise. While in single-
turn QA, questions are generally self-explanatory, in multi-turn QA
the system has to be able to resolve contextual dependencies, so a
question is correctly interpreted. Questions in a multi-turn setup
commonly omit reference information that is crucial to identify the
answers. Examples of such reference information include anaphora
("How old is he?" – The word "he" explicitly refers to someone in
the context) and ellipsis ("What is the share price?" – The company
name is omitted). The move from closed-domain to open-domain
further highlights the necessity of proper question interpretation,
as under-specified questions lead to low precision in retrieval (e.g.,
imagining the documents returned by the search query "How old is
he?") and subsequently reduce the answer quality.

To address this issue, standalone question rewriting (QR) compo-
nents have been proposed to rewrite the questions [21, 23, 24], often
by extending them to self-contained versions with information in
previous dialogue turns. In this way, more relevant documents can
be retrieved, and existing (single-turn) QA models can be applied to
find the correct answers. While these QR approaches have shown
promising results in ODCQA, two research questions are worth
further investigation.

First, how to combine different QR approaches for the best end-
to-end ODCQA performance? QA systems for ODCQA typically
implement a retriever-reader architecture, where the former selects
several candidates from a large set of documents, and the latter
reads the candidates and extracts the answer. Both generative and
expansive QR models (denoted as GQR and EQR, respectively) have
been used in this architecture [22, 24]. However, the common prac-
tice is to feed both components the same rewritten question. While
Vakulenko et al. [23] has recently shown these QR models exhibit
different behaviors and performance at retriever and reader, a sys-
tematic analysis on how to best combine GQR and EQR models
(e.g., EQR at retriever and GQR at reader) has not been done.

Second, amid the rising popularity of transformers and dense re-
trieval [8], history embedding emerges as an effective way to model
the conversational context for ODCQA end-to-end [14–16]. But how
does history embedding compare to various QR models for improving
ODCQA performance? Furthermore, since these two techniques are
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not mutually exclusive, it is also worth to investigate if they can be
applied jointly to improve answer quality. Such investigation, to
the best of our knowledge, has yet to be done.

To fill these gaps, we provide an empirical study of different QR
approaches, including GQR and EQR, in end-to-end ODCQA exper-
iments conducted with QReCC [1] and OR-QuAC [14] benchmarks.
Below are some high-level takeaways and recommendations:

• QR is an effective way to account for the contextual informa-
tion in dialogues and it improves the QA system that is based
on a retriever-reader architecture. But the commonly used
strategy to apply the same QR approach for both retriever
and reader is suboptimal. Our experiments suggest to apply
EQR for the sparse retriever and GQR for the reader;

• The primary contribution of QR to the end-to-end perfor-
mance is at the retriever stage of the QA system. The effec-
tiveness of QR at the reader diminishes dramatically with
improving retriever performance (achieved by applying ei-
ther QR for the retriever or a stronger retrieval model);

• Modeling conversations with history embedding outper-
forms QR. However, our results indicate that the best can
be obtained by a combination of the two. We recommend
applying QR and history embedding jointly, as QR is still an
effective way to improve the end-to-end QA performance
when limited history is considered.

2 RELATEDWORK
Elgohary et al. [6] introduced the QR task and presented the CA-
NARD dataset, where the context-dependant questions in QuAC
[2] are rewritten in a standalone form. Larger datasets for open-
domain conversational QA have been introduced since, such as
QReCC [1] and OR-QuAC [14], which we have used in our experi-
ments. Concurrently, models for QR have been introduced. They
mainly fall into two categories, generative, such as [22, 26], and
expansive, such as [12, 24]. Details about some of these models
are given in Section 3. Vakulenko et al. [23] compared the perfor-
mance of several QR models, but they did not combine them in
their experiments, as we do in this work.

Another way to account for conversational context is history en-
coding. Lately, several models have been introduced to perform this
task [14–16]. They all share the idea to improve the performance
of the conversational QA models by encoding previous turns in the
conversation with dense representations. In this work, we build
on this line of research, comparing modeling history with dense
representations to QR, and investigating how the two techniques
complement each other.

3 GENERATIVE AND EXPANSIVE QUESTION
REWRITING

In the conversational QA setting, the data correspond to a set of
dialogues, each of which is a sequence of consecutive QA pairs,
(𝑞1, 𝑎1), . . . , (𝑞𝑛, 𝑎𝑛). The meaning of any question 𝑞𝑖 , 𝑖 > 1 in the
sequence may depend on previous questions and answers. We refer
to all these questions and answers as the conversational history of
𝑞𝑖 , i.e., its context. The goal of QR is to reformulate the question 𝑞𝑖
(typically to a more self-contained form) based on its conversational
history, so that a QA model can better identify 𝑎𝑖 .

The state-of-the-art QR models for open-domain conversational
QA generally fall into two categories, generative QR (GQR) and
expansive QR (EQR) [23]. Given a question 𝑞 and the history ℎ,
GQR uses text generation techniques to produce a fluent, natural-
sounding rewrite 𝑞′, whose interpretation is the same as 𝑞 (in the
context of ℎ). While the goal of EQR is also to produce a rewrite
with the same interpretation as the original question, it models
QR as a classification task by predicting which tokens from the
conversational history to be added to the original question. In other
words, it appends the original question with additional tokens.
EQR only focuses on expanding the original question with relevant
content, and its rewrites are generally not fluent sentences.

The GQR approach we use in this paper follows Vakulenko
et al. [22]. It employs a unidirectional encoder-decoder Transformer
model, where the input sequence corresponds to the previous ques-
tions and answers in the dialogue. The training objective is to
predict the output tokens in the question rewrites produced by
human annotators. The training is done via teacher forcing, a com-
mon technique in text generation. We have initialized the model
with the weights of the pretrained T5-large [17], instead of GPT-2,
which is originally used in [22].

The EQR approach we implement in this paper follows the
QuReTeC model proposed by Voskarides et al. [24]. In the orig-
inal paper, BERT [5] is used as the token classifier to determine
which words in the context to be appended to the question. The
training is done using human rewrites and a word in the context is
marked as positive if it occurs in the human rewrite. We have used
RoBERTa-large [13] in our experiments instead of BERT.

State-of-the-art ODCQA systems are commonly built using a
retriever-reader architecture. While both GQR and EQR have been
used in such architecture, existing work has typically used the same
rewritten question produced by the same QR model at both the
retriever and the reader stage, as noted in [23]. Our intuition is
that using different rewrites at different components may boost the
end-to-end QA performance. Section 4 offers a systematic analysis.

4 EXPERIMENTS
Our experiments consist of two parts: (i) Compare different combi-
nations of QR approaches at the two stages of the QA system, i.e.,
retriever and reader (Section 4.2); (ii) Evaluate the effectiveness of
QR and the modeling of the dialogue history in conversational QA
(Section 4.3).

4.1 Experimental Setup
Our experiments follow the open-domain setting introduced by
Qu et al. [14], where the system retrieves evidences from a large
collection of documents before extracting answers.

Data. For our experiments, we use two widely used ODCQA
benchmarks, QReCC [1] and OR-QuAC [14], both created based on
existing conversational QA datasets. QReCC combines questions
from QuAC [2], TREC CAsT [3], and Google NQ [9], with the
underlying corpus containing 54M passages from CommonCrawl.
OR-QuAC extends QuAC to the open-domain setting with the
whole Wikipedia corpus of 11M passages. Additional statistics of
datasets are given in Table 1.
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Table 1: Summary statistics of QReCC and OR-QuAC

QReCC / OR-QuAC Train Dev Test

# dialogues 8.7k / 4.4k 2.2k / 0.5k 2.8k / 0.7k
# questions (Qs) 50.8k / 31.5k 12.7k / 3.4k 16.4k / 5.6k
avg Qs in dialogue 6.0 / 7.2 6.0 / 7.0 6.0 / 7.2

Question Rewriting Models. We implement GQR [22] and EQR
[24] using Huggingface1. Since the QR models described in Sec-
tion 3 are not publicly available, we implemented and finetuned
both models with the training and validation set of QReCC and
OR-QuAC, respectively. Hyperparameters are determined by grid
search through epochs {2, 3, 4}, learning rate {1e-3, 1e-4, 1e-5}, and
warm-up steps {600, 800, 1000}. All other hyperparameters follow
the original implementation in their respective papers. We gen-
erate the rewrite of a question using all the previous questions
and answers in the dialogues following the setup introduced by
Anantha et al. [1]. We have performed an intrinsic evaluation of
the rewrites produced by our models, and obtained ROUGE-1R of
0.85 and 0.84 for GQR and EQR, respectively. These results are in
line with those reported by Vakulenko et al. [23], showing that the
quality of the rewrites is comparable to the ones produced by the
state-of-the-arts.

QA systems. For the experiments in Section 4.2, we use BERT-
serini [25] with default parameters. BERTserini is an end-to-end
open-domain QA system that leverages BERT architecture for read-
ing, and implements the retrieval with the open-source Pyserini
toolkit [11]. The retriever is implemented with a sparse model,
BM25, which is by far the most common setting in ODCQA [23, 25].
For the experiments in Section 4.3, we use the state-of-the-art
Transformer-based ORConvQA model [14].2 In this case, top K
relevant passages are retrieved by the retriever, and fed first to the
re-ranker then to the reader to extract the final answer span. In all
its components, the dialogue history is modeled by concatenating
previous questions to the current question.

Evaluation. We evaluate the end-to-end QA system performance
using the twometrics provided by theQuAC challenge [2]: theword-
level F1 and the human equivalence score (HEQ). F1 is a primary
QA performance metric. It measures the word-overlap between the
predicted and the ground-truth answer span. HEQ measures if the
system can output good answers as an average human. It computes
the percentage of questions for which F1 exceeds or matches human
F1. The metric can be computed at the question level (HEQ-Q) and
the dialogue level (HEQ-D). Additionally, we use recall to evaluate
the performance of the retriever, which is defined as the fraction of
relevant passages that are retrieved by the system [14].

4.2 Combining QR Approaches
In this section, we assess how the combination of different QR
approaches for retriever and reader affects the end-to-end results
in ODCQA. All the retrieval metrics are computed for the top 10
passages. Table 2 summarizes the end-to-end QA performance (F1),
together with the intermediate retriever results (recall), on QReCC
1https://huggingface.co/
2https://github.com/prdwb/orconvqa-release

Table 2: Results of different QR setups with sparse retriever.

Input Question QReCC OR-QuAC

Retriever Reader F1 Recall F1 Recall

O O 6.15 (3)

5.56

7.01 (4)

7.57O E 5.93 (4) 7.61 (3)
O G 6.69 (2) 8.42 (2)
O M 6.95 (1) 10.32 (1)

E O 11.82 (3)

25.34

11.62 (3)

24.12E E 10.37 (4) 11.21 (4)
E G 11.87 (2) 11.95 (2)
E M 12.21 (1) 13.82 (1)

G O 11.75 (2)

23.63

10.92 (2)

20.39G E 10.28 (4) 10.51 (4)
G G 11.43 (3) 11.12 (1)
G M 12.00 (1) 10.76 (3)

M O 12.97 (1)

29.07

13.56 (2)

27.84M E 11.54 (4) 13.17 (3.5)
M G 12.78 (3) 13.17 (3.5)
M M 12.93 (2) 14.92 (1)

Notes: O – original question without rewrite, E – EQR rewritten
question, G – GQR rewritten question, M – manual rewrite. Results
are grouped under QR strategies used in retriever. The number
in parentheses is the rank of the result within the group. Recall
measures the intermediate retriever results.

and OR-QuAC. Besides the results obtained with automatic rewrites
(E and G), we also report the results obtained with the manual
rewrites included in the dataset (M), which set the upper-bound for
the task. Our results confirm that both QR approaches, GQR and
EQR, in general do help improve the end-to-end performance of
ODCQA. As we focus on the effect of QR on the two components of
the system, we observe that QR helps improve the performance of
the reader, as shown by the improvement of OE and OG compared
to OO. However, it is at the stage of the retriever that we observe
the main effect of QR, as shown by the large improvement in F1
of EX and GX compared to OX (where X ∈ {O, E, G, M} is the QR
strategy used at reader). The importance of QR for the retriever is
also confirmed by the recall values reported in Table 2, showing
that correct answers are retrieved much more often when using
any rewrite compared to when using the original question.

The best QR setup (excluding the use of manual rewrites, which
is unavailable in applications) is to apply EQR at retriever and GQR
at reader. In terms of F1, EG achieves the best performance on
both datasets. Moreover, among all 16 paired comparisons of EX
vs. GX or OX across datasets, EX outperforms all 16 times; Among
all 16 paired comparisons of XG vs. XE or XO, XG outperforms 12
times. According to two-tailed sign tests [4], it suggests EQR and
GQR are significantly better at retriever and reader with 𝑝 < 0.05,
respectively. Such conclusion is in line with [23] and it is expected,
considering (i) EQR tends to append more keywords to the original
question, compared to those generated by GQR (the average number
of tokens in the questions returned by EQR and GQR is 11.3 and
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Table 3: History embedding vs. QR on OR-QuAC with the
ORConvQA model.

Retriever Reader History HEQ-Q HEQ-D F1

O O 6 24.33 0.65 29.59

O O 0 11.82 0 17.89
O E 0 14.99 0 20.09
O G 0 14.55 0 19.87

E O 0 15.70 0.13 22.26
E E 0 15.98 0.13 22.03
E G 0 16.40 0.13 22.25

G O 0 16.98 0.39 23.25
G E 0 17.28 0.26 23.40
G G 0 16.98 0.13 23.37

9.08, respectively); (ii) the sparse retriever such as BM25 and TF-IDF
is less affected by the non-fluent rewrites produced by EQR; (iii) the
rewrites of GQR are fluent, and QA models are trained with natural
questions. In contrast, XE is almost always the worst strategy, as
EQR negatively affects the reader’s performance.

Some additional observations are also worth mentioning. First,
while MX slightly outperforms both EX and GX, the performance of
the automatic rewrites are close to those obtained with the manual
ones. This result attests the quality of the rewrites produced by
GQR and EQR. Second, when the retriever performance improves,
the effectiveness of QR at reader diminishes, as shown by similar
performances between, e.g., EG and EO, GG and GO: At the reader
stage, the more relevant passages are provided as input, the less it
needs QR. This is a relevant finding from a practical point of view,
since it provides an opportunity to trade off marginal performance
gain against efficiency.

4.3 QR vs. History Embedding
We address our second research question, how does history embed-
ding compare to various QR models for improving ODCQA perfor-
mance, with the OR-QuAC dataset and the state-of-the-art ORCon-
vQAmodel by Qu et al. [14]. In Table 3, we evaluate the ORConvQA
model using different rewrites at retriever and reader. The setup
OO with history window 𝑤 = 6 represents the state-of-the-art
performance of ORConvQA. Unlike [14], since we are interested
in comparing the models with and without conversational history,
when 𝑤 = 0 we do not include the first dialogue question in the
retrieval. We find that: (i) In line with [14], OO without history
(𝑤 = 0) has poor performance; (ii) Using only QR to model the
conversational history always improves upon OO, but it does not
perform as well as history embedding that directly embeds previous
turns in system components; (iii) When used for a dense retriever,
GQR is better than EQR; (iv) Similar to the results of sparse retrieval
in Table 2, the overall performance boost primarily comes from the
retrieval.

Finally, we investigate whether QR can complement history
embedding. Figure 1 shows results when using different rewrite
combinations with ORConvQA. In this experiment we follow the
setup in [14], where the first question of the dialogue is always

Figure 1: Results of different QR setups with dense retriever
on OR-QuAC, including the impact when embedding his-
tory of varied window sizes.

included in retrieval, even for 𝑤 = 0. We note that: (i) The use of
QR (e.g., GO) enables a reduction of the history window size by
half in the reader, without impacting the performance. This is a
useful result as it makes possible to reduce the max length of input
questions to the reader, and potentially enables the use of smaller
models; (ii) However, with larger window sizes, e.g., 𝑤 = 6, the
effect of rewrites is mitigated and performance converges to the
ones using original questions. These observations suggest that QR
alone has a subpar performance comparing to state-of-the-arts that
embed previous turns into the system components [14–16], but to
obtain the best end-to-end performance, applying QR and history
embedding jointly is the best bet.

5 CONCLUSION
In this paper, we present an empirical study on question rewriting
techniques for open-domain conversational QA. Our investigation
has two goals: (i) Assessing how the combination of different QR
strategies affects the performance of an ODCQA system based on
the retriever-reader architecture; (ii) Comparing the effectiveness
of QR to the one of history modeling with dense representations.

For (i), with a standard retriever-reader architecture, where the
retrieval is done via a sparse vector space model, our results sug-
gest the existing practice to apply the same QR approach for both
retriever and reader is suboptimal, and recommend the expansive
QR model for the retriever and the generative QR model for the
reader. Furthermore, we have identified that the primary contribu-
tion of QR is at the retriever stage; its impact to the reader, while
still positive, is considerably smaller. It also reflects the fact that
a relatively simple model such as BM25 may benefit more from
question rewriting compared to the neural network used for the
reader. For (ii), while modeling conversation history with dense rep-
resentations does lead to better performance compared to applying
QR only, our results suggest that using QR and history embedding
jointly is still beneficial, especially when few previous history turns
are considered.
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