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Text classification is a supervised learning task, in which a free-text document is assigned with one 
or more pre-defined category labels based on the information suggested by the set of labeled 
training documents. Text classification technique is ubiquitous in our everyday life and commonly 
applied in business. For example, news stories can be typically grouped into sub-domains such as 
“sports”, “politics”, “entertainment” and so on; in email spam filtering, spam emails are separated 
from non-spam emails, which is done with text classification as well; another example is the 
autoresponding system used in large and medium-sized companies. It automatically answers the 
received messages based on their contents. 

Given its great need in practice, text classification has been intensively studied in artificial 
intelligence in general and machine learning in particular. After two decades of research and 
practice, it is now fair enough to say that text classification is already a well established topic in the 
field. Quite a number of easy to use, carefully maintained software packages are public available. 
Even for non-technical users, it is not very challenging to follow their documentations and apply 
text classification straightforwardly in practice.  

However, to fully exploit the knowledge in the text data and further increase the classification 
accuracy, one should have at least a rough idea of the text classification algorithms they used, and 
understand the pros and cons of their choices. Moreover, one should know how to choose a 
suitable classifier given different learning scenarios.  

In this talk, we will give a short introduction on text classification and have a quick overview of 
several state-of-art text classification algorithms, including naïve Bayes, k-nearest neighbor, and 
support vector machine. We will focus on the big ideas behind these algorithms and discuss their 
strong and weak points, respectively. 
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