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Supervised Ranking Problems
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 Label ranking

 Object ranking

 Instance ranking

More in:  J. Fürnkranz and E. Hüllermeier, Preference Learning, Springer, 2010

Output is a total order of alternatives.



Learning reviewer’s preferences on papers

Instance Ranking – An Example
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Learning reviewer’s preferences on papers

Instance Ranking – An Example
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Instance Ranking

Given:
 a set of training instances
 a set of labels endowed with an order 

 for each training instance      an associated label 

Find:
a ranking function that orders a new set of instances               
according to their (unknown) preference degrees

Performance measures:
 AUC in the dichotomous case (k = 2, i.e., bipartite ranking)
 C-index in the polytomous case (k > 2, i.e., k-partite ranking)
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usnews.com
laptoplogic.com

To train a learner that is able to say
“I don’t know”.

Learning with Reject Option
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For a pair of items a and b to be ranked, the learner can 

– predict a≻b or b≻a, OR

– abstain from prediction (reject option).

The learner should be consistent (transitive & acyclic).

Ranking with Reject Option
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e.g. rank among cars, vans, suvs, and trucks according to a custom’s preference

strict partial ordersstrict total orders

≻ ≻≻

http://usnews.rankingsandreviews.com/cars-trucks/rankings/vans/�
http://usnews.rankingsandreviews.com/cars-trucks/rankings/trucks/�
http://usnews.rankingsandreviews.com/cars-trucks/rankings/trucks/�
http://usnews.rankingsandreviews.com/cars-trucks/rankings/vans/�


1. Predicting a binary preference relation P that 
specifies, for each pair of alternatives a and b, 
a degree of uncertainty regarding their relative 
comparison.

2. Deriving a (strict) partial order that is maximally 
compatible with the preference relation P.

The Roadmap of Our Approach
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thefirstpost.co.uk

A preference relation P : A × A ⟶ [0, 1] provides a 
measure of support for the pairwise preference a ≻ b, 
with P(a, b) = 1 − P(b, a) for all a, b ∈ A.

Predicting a Preference Relation

We use a generic approach that can turn every ranker 
into a partial ranker via ensembling.
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A preference relation P : A × A ⟶ [0, 1] provides a 
measure of support for the pairwise preference a ≻ b, 
with P(a, b) = 1 − P(b, a) for all a, b ∈ A.

Predicting a Preference Relation

We use a generic approach that can turn every ranker 
into a partial ranker via ensembling.

1. With a ranker L, train k ranking models M1 … Mk by resampling
from the original data set, i.e., by k bootstrap samples. By 
querying these models, k rankings ≻1 … ≻k will be produced.

2. For each pair of alternatives a and b, we define the degree of 
preference
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Based on P, we seek to induce a (partial) order relation

Predicting a Strict Partial Order

Two intuitive choices for    :

1. Consensus, i.e., . 
Most items will be declared as incomparable.

2. Majority (aka. Condorcet criterion), i.e., .
A cyclic relation can be produced, e.g.,
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Predicting a Strict Partial Order
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Looking for a minimal     (denoted as      ) such that the transitive 

closure of       (denoted as       ) is a strict partial order relation.

 The domain of     can be restricted to . 

 If        is cyclic,        is cyclic as well, unless .

Moreover, we can show that 

Searching the Minimal Threshold

Repeat until
1) Set     to the middle point between        and      
2) Compute
3) Compute         (e.g., with the Floyd-Warshall’s algorithm)
4) If        is a partial order, set        to 
5) else set       to 
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An Illustrating Example

Left: training data and ensemble models
Right: partial order predicted for a set of five query instances
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C: concordant D: discordant

As now the ranker has the ability to reject predictions, 
there is a trade-off between correctness and completeness.

Evaluation Measures
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As now the ranker has the ability to reject predictions, 
there is a trade-off between correctness and completeness.

 Correctness is measured by gamma rank correlation:

 Completeness measure punishes the abstention from 
comparisons that should actually be made.

Evaluation Measures
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Experiments – Instance Ranking
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Experiments – Instance Ranking
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Experiments – Instance Ranking
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We have addressed the problem of “reliable” prediction in the

context of learning to rank.

 A relaxation of the conventional setting where predictions 
are given in terms of partial instead of total orders.

 A generic approach to predicting partial orders that is 
applicable to different types of ranking problems.

 Measures for evaluating the performance of a ranker with 
(partial) reject option.

 Empirically, we have shown that our method is able to 
trade off accuracy against completeness.

Conclusions
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