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Formally...

Training (or learning):
Input: a set of $m$ labeled documents $(x_1, y_1), \ldots, (x_m, y_m)$
Output: a learned classifier $f: x \rightarrow y$

Testing (or predicting):
Input: a document $x$
Output: a class $y$ from some fixed set of labels $y_1, \ldots, y_K$
Why we need computers?

If we have *enough* brains, we can solve *all* problems!

Wrong!
Can human do this?

Human brain has limited a capacity.
Can you remember all the books from the library?

Is the computer only for our “dirty work”?  

Human perception is fuzzy.  
Human intuition is (more than often) wrong.  
Human reasoning is by nature not robust against illusion.  
You like to watch magic, don’t you?
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Representing document with bag-of-words

A lady was picking through the frozen turkeys at the supermarket, but couldn’t find one big enough for her family. She asked a stock boy, “Do these turkeys get any bigger?” The stock boy replied, “No madam, they’re dead.”

... ignores the ordering of the words.
Multinomial Naïve Bayes classifier

- A probabilistic learning method;
- Based on Bayes’ theorem;
- State-of-the-art;
- Simple, in terms of implementation and use.

Great and simple idea with fancy name
Some basic probability

<table>
<thead>
<tr>
<th>Notation</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(A)$</td>
<td>$P($someone works in DB$)$</td>
</tr>
<tr>
<td>$P(B)$</td>
<td>$P($someone is smart$)$</td>
</tr>
<tr>
<td>$P(A&amp;B)$</td>
<td>$P($someone works in DB and she/he is smart$)$</td>
</tr>
<tr>
<td>$P(A\cup B)$</td>
<td>$P($someone works in DB or she/he is smart$)$</td>
</tr>
<tr>
<td>$P(A</td>
<td>B)$</td>
</tr>
</tbody>
</table>

If $A$ and $B$ are independent, e.g.,

A: I wear yellow shoes today,
B: Today it rains,

then $P(A\&B) = P(B)P(A)$. 
Bayes' theorem

The chance that a smart guy works in DB.

The chance that a guy in DB is smart.

The chance someone works in DB.

The chance someone is smart.

\[ P(A|B) = \frac{P(B|A)P(A)}{P(B)} \]

A: someone works in DB
B: someone is smart
There is a drug test. It will correctly identify a drug user as testing positive 99% of the time, and will correctly identify a non-user as testing negative 99% of the time. Let's assume some company decides to test its employees for drug use, and it is known that 0.5% of the population actually use the drug. What is the probability that, given a positive drug test, an employee is actually a drug user?

\[
P(D|+) = \frac{P(+|D)P(D)}{P(+)} = \frac{P(+|D)P(D)}{P(+|D)P(D) + P(+|N)P(N)} = \frac{0.99 \times 0.005}{0.99 \times 0.005 + 0.01 \times 0.995} = 0.3322.
\]

~ 33%
We want to know which class can lead to the highest \( P(y|x) \).

By Bayes’ theorem

\[
P(y|x) = \frac{P(x|y)P(y)}{P(x)} \quad \propto P(x|y)P(y)
\]

With the bag-of-words representation

\[
P(y)P(x|y) = P(y)P(x_1|y)P(x_2|y) \ldots P(x_n|y)
\]

To choose a class that maximize this.

The probability of class \( y \), e.g., the chance an email being spam.

The probability of word \( x_2 \) found in class \( y \), e.g., the chance of word “pharmacy” seen in a spam email.

The probability of the email’s class (spam/not spam) given its text.
Take-away message

Text classification finds the patterns in documents, reduces the human effort.

How do we represent the text in the computer?
*bag-of-words*

Which classifier?
*Naive Bayes. Key idea: Bayes’ theorem*
Accuracy

Number of labeled documents

Banko & Brill, 2001
That is all from my side 😊
Thank you all for being here!

Time for discussion!

"I think you should be more explicit here in step two."

www.chengweiwei.com